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Abstract
Music source separation with deep neural net-
works typically relies only on amplitude features.
In this paper we show that additional phase fea-
tures can improve the separation performance.
Using the theoretical relationship between STFT
phase and amplitude, we conjecture that deriva-
tives of the phase are a good feature representation
opposed to the raw phase. We verify this conjec-
ture experimentally and propose a new DNN ar-
chitecture which combines amplitude and phase.
This joint approach achieves a better signal-to
distortion ratio on the DSD100 dataset for all in-
struments compared to a network that uses only
amplitude features. Especially, the bass instru-
ment benefits from the phase information.

1. Introduction
Music source separation (MSS) refers to the problem of ob-
taining instrument estimates ŝj(n) ∈ RI from the mixture

x(n) =
∑

j∈J
sj(n), (1)

where n denotes the discrete time index, I gives the number
of channels and J is the set of instruments. A common
setup is the extraction of J := {bass, drums, vocals, other}
from stereo mixtures, i.e., I = 2. This setup was used for
the last SiSEC contests on MSS (Ono et al., 2015; Liutkus
et al., 2017; Stöter et al., 2018) and is also the basis of our
work.

This paper studies the appropriateness of the short-time
Fourier transform (STFT) phase as an input feature for MSS
systems based on deep neural networks (DNNs). Current
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state-of-the-art approaches perform MSS by only consid-
ering the mixture STFT amplitude from which they esti-
mate the target instrument STFT amplitude (Huang et al.,
2014a;b; Uhlich et al., 2015; Nugraha et al., 2016; Uhlich
et al., 2017; Takahashi & Mitsufuji, 2017; Takahashi et al.,
2018b). It is well known that the STFT phase contains useful
information for speech enhancement, see e.g. (Gerkmann
et al., 2015) and, therefore, should not be neglected. Recent
attempts have been made in order to improve MSS using
phase. (Lee et al., 2017) proposed a fully complex-valued
DNN, which predicts the complex STFT of the target instru-
ment from the complex mixture STFT. (Dubey et al., 2017)
analyzed whether phase is beneficial as input feature for a
DNN compared to a network using only amplitude. Another
approach is (Takahashi et al., 2018a), which estimates the
phase of the instrument from the mixture amplitude and
phase by treating the phase retrieval problem as a classifica-
tion problem. This paper presents another approach where
phase is used as an additional input feature to improve the
amplitude estimation. In contrast to (Dubey et al., 2017),
we propose a special architecture to exploit the information
that is present in the STFT phase as a simple concatenation
of amplitude and phase at the input of the network yields
trained networks that focus only on amplitude information.

We first show that expressing the phase through its instanta-
neous frequency (time derivative) and its group delay (fre-
quency derivative) greatly improves the efficiency of DNNs
compared to networks fed with raw phase inputs. This is
done by looking at experimental results as well as studying
the theoretical relationship between phase and amplitude
of a continuous-time STFT. Moreover, we demonstrate that
the discrete-time STFT introduces systematic shifts into the
phase and that correcting these shifts improves the efficiency
of the DNN to exploit these features.

Finally, we design a network architecture which takes full
advantage of this additional feature. It is formed by two
independent networks, taking respectively amplitude and
phase, whose outputs are concatenated afterwards through
a dense layer. Intuitively, each network independently ex-
tracts features from amplitude and phase and forwards them
to a fusion layer, which reconstructs the spectrum based
on these features. With the suggested data pre-processing
method and architecture design, our system achieves on
average a relative improvement of 2.3% and up to 6% for
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(c) Amplitude estimation from mixture amplitude and phase
estimation from mixture amplitude and phase.

Figure 1. Comparison of different MSS approaches.

Table 1. Comparison of upper limits reachable by two different
approaches. Results on DSD100 test set (SDR in dB).

Instrument DNNA using Upper baseline of Upper baseline of
approach (a) approach (b) approach (c)

(AIRM & ϕmixture) (ADNN & ϕoracle)

Bass 3.24 7.92 6.59
Drums 4.68 8.53 6.15
Other 3.54 8.19 5.35
Vocals 4.78 11.10 6.86

bass compared to an amplitude-only system.

For clarity, the paper is divided into two parts. Sec. 2 is
dedicated to the properties of the phase as a feature for MSS.
In this section, we consider the problem of using only the
phase for estimating the instrument amplitude. This allows
us to better understand this feature and the development of
an appropriate pre-processing method. Sec. 3, in contrast,
considers both amplitude and phase from the mixture signal
in order to produce an improved estimate of the instrument
amplitude, which is the ultimate goal of the paper.

2. Phase as Input Feature
2.1. Motivation

Fig. 1 shows three different approaches for MSS, where
A(k,m) ∈ RI+ and ϕ(k,m) ∈ [−π, π)I denote the STFT
amplitude and phase at frequency bin index k and frame
index m. ŝj(n) ∈ RI is the estimated target instrument
signal.

Typically, approach (a) is used where the instrument ampli-
tude Âj is estimated from the mixture amplitude Ax, while
the instrument phase is simply approximated by the mixture
phase ϕx. The estimated instrument ŝj(n) is produced by
applying an inverse STFT with the estimated source ampli-
tude Âj and mixture phase ϕx.

Approaches (b) and (c) show two different ways to improve
upon (a). Approach (b), which was, e.g., used in (Dubey

et al., 2017), is similar in all respects except that the mixture
phase is used to improve the instrument amplitude estima-
tion. Approach (c), which was, e.g., followed by (Takahashi
et al., 2018a), estimates the instrument phase ϕ̂j which can
then be used for the inverse STFT.

In order to choose between the two possible improvements,
we did a simple experiment shown in Table 1. We com-
pare the upper limits achievable by both strategies: on one
side a signal synthesized with the ideal ratio mask (IRM)
amplitude and the mixture phase; on the other side the or-
acle phase and the amplitude estimation from the network
DNNA

1. We can see that approach (b) has more room for
improvement as the upper limit achievable has a relative im-
provement of 122%. In contrast, the upper limit of approach
(c) allows an average relative improvement of 57%, which
indicates that currently the amplitude estimation is still the
main bottleneck for MSS performance. We therefore inves-
tigate approach (b) in this paper.

2.2. Theoretical Relationship

Interestingly, for the continuous-time STFT

X(ω, t) = A(ω, t)ejϕ(ω,t) (2)

of a continuous-time signal x(t), there is a theoretical re-
lationship between the amplitude A(ω, t) and the phase
ϕ(ω, t). The continuous-time STFT is given by

X(ω, t) = ejωt/2
∞∫
−∞

x(u)h(t− u)e−jωudu. (3)

Using a Gaussian window h(t) = λ−1/2π−1/4e−t
2/(2λ2),

1DNNA is a network which estimates the instrument amplitude
from the mixture amplitude. Please refer to Sec. 3 for more details
about this network.
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(Auger et al., 2012) showed that

∂

∂t
ϕ(ω, t) = λ−2

∂

∂ω
log (A(ω, t)) +

ω

2
, (4a)

∂

∂ω
ϕ(ω, t) = −λ2 ∂

∂t
log (A(ω, t))− t

2
. (4b)

From (4), we can see that the derivatives of phase and log-
magnitude are linked and, therefore, we hope that the ampli-
tude estimation for our target instrument from the mixture
phase can be improved by using phase features.

Furthermore, we conjecture from (4) that better results for
the amplitude estimation can be obtained if we work with
time/frequency derivatives of the phase instead of the raw
phase. This intuition will be experimentally confirmed in
Sec. 2.5. As we work with discrete-time signals, we will
approximate the derivatives by differences, i.e., in the fol-
lowing we will use

∆tϕ := ϕ(k,m)− ϕ(k,m− 1), (5a)
∆fϕ := ϕ(k,m)− ϕ(k − 1,m). (5b)

Please note that from the phase information, we are able
to recover the amplitude up to an unknown scale. This can
be seen from considering a signal s(n) ∈ C and a scaled
version s′(n) = a · s(n) with a > 0 as ∠s(n) = ∠s′(n)
whereas |s(n)| 6= |s′(n)|. Hence, the phase only contains
information about variations of the amplitude. This property
is consistent with (4) which links phase and log-amplitude
through their derivatives.

2.3. Shifts in discrete Short-Time Fourier Transform

Fig. 2 shows the distribution of ∆tϕ = ϕ(k,m)−ϕ(k,m−
1) for consecutive frequency bins. We can observe a sys-
tematic offset in the statistical distribution which can be
explained by the shift theorem of the discrete Fourier trans-
form (DFT) (Smith, 2007). It states that a delay in the
time domain results in a linear phase term in the frequency
domain, i.e.,

x(n− n0)
DFT−−−→ ej

2π
N kn0X(k), (6)

where n0 is the shift and N the DFT/FFT size.

Therefore, in the case of a stationary signal transformed by
an STFT, with hop size n0, the phase of two consecutive
frequency bins is expected to be shifted by a term

phase shift = −2π

N
kn0 (7)

For example, an overlap of 75% results in a shift of −k π2
which can also be seen in Fig. 2.

DNNs are known to be sensitive to the feature distribution
and, therefore, this shift should be properly compensated
for during the pre-processing stage, as described in Sec. 2.4,
in order to ensure a proper training of the DNN.

Figure 2. Distribution of instantaneous frequencies (∆tϕ) over all
time frames for one song from DSD100. From top to bottom,
four successive frequency bins are considered and the histograms
show a shift of −k π

2
introduced by the STFT with FFT size N =

window size = 4096 and hop size n0 = 1024 (overlap of 75%).

2.4. Pre-processing

According to the conclusions drawn in Sec. 2.2 and Sec. 2.3,
we apply the following pre-processing steps to the raw
phase:

• The time and frequency derivatives are first approxi-
mated by the difference between two consecutive time
frames (∆tϕ) and by the difference between two con-
secutive frequency bins (∆fϕ), respectively.

• A linear term 2πk n0

N is added to the time differences in
order to compensate for the effect described in Sec. 2.3.
Consequently, for a stationary signal ∆tϕ = 0.

• For ∆fϕ, we could empirically observe a systematic
shift of π in its statistical distribution, see Fig. 3 (a).
We compensate it by subtracting π in order to obtain
E(∆fϕ) = 0.

• Finally, all values are wrapped to [−π, π) using

∆ϕ = ((∆ϕ+ π) mod 2π)− π. (8)

The effects of this pre-processing method on feature statisti-
cal distribution are illustrated in Fig. 3.

2.5. Experimental Validation

In order to see whether our pre-processing is effective, we
run two experiments, which we now describe in detail.

The network used to evaluate the suggested pre-processing
method is formed by two dense layers of 500 hidden units,
intersected by ReLU non-linearities and completed by a
dense output layer matching the target dimensions. At the
very end, a bias layer initialized with the average amplitude
per frequency bin over the training set shifts the output and
a ReLU non-linearity ensures non-negative output values.
We use a context of five preceding/succeeding frames as
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(a) Before shift correction (∆fϕ and ∆tϕ) (b) After shift correction (∆fϕ and ∆tϕ)

Figure 3. Statistical distribution of the group delays (∆fϕ) and instantaneous frequencies (∆tϕ) before and after shift correction.
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Figure 4. Network architecture with phase feature only.

temporal context. Fig. 4 shows the network structure and
the overall MSS framework is summarized in Fig. 5.

We now give the results for estimating the STFT amplitude
from the phase using a DNN. By these experiments, we
show that it is advantageous to consider the time/frequency
derivatives instead of the raw phase. Furthermore, the pre-
processing described in Sec. 2.4, is also shown to be rele-
vant.

In the first experiment, we reconstruct the instrument ampli-
tude from the instrument phase. Thus, we do not consider
a separation problem but instead focus on the ability of a
DNN to recover a signal knowing its phase. By this, we can
compare different phase feature representations and observe
their effects on the DNN learning power. The training MSE
curves are shown in Fig. 6. We can observe that the phase
derivatives show the best performance as we previously
conjectured.

In the second experiment, we estimate the instrument am-
plitude from the mixture phase. This goes one step further
than the previous experiment by involving separation in the
comparative analysis of the pre-processing methods. The
trained networks are then integrated in the MSS framework
illustrated in Fig. 5. Estimations are scored following SiSEC
2016 policy (Liutkus et al., 2017). Fig. 7 shows the signal-
to-distortion ratio (SDR) values (Vincent et al., 2007) on
the DSD100 dataset where the values are obtained by first
averaging the SDR values for each song and then computing
the median over all 50 songs of the train set or test set, re-
spectively. Again, we can observe that phase derivatives are

a much better feature representation and that shift correc-
tion systematically improves learning power of the system,
leading occasionally to overfitting. The best test SDR is
achieved by the frequency-derivative representation of the
phase which generalizes better than the time-derivative rep-
resentation.

Note that a network fed with phase features can only esti-
mate the amplitude values up to a scale, meaning that it uses
the average amplitude value per frequency bin of the train-
ing set as a starting point and estimates the variations from
it based on the phase input. The post-processing stage uses
a multi-channel Wiener filter (Sivasankaran et al., 2015; Nu-
graha et al., 2016; Uhlich et al., 2017) to recover the correct
scale afterwards.

3. Combining Amplitude and Phase Features
In the previous section, we have seen that phase features
can be used to estimate the instrument STFT amplitude.
Therefore, we now turn to the problem of combining phase
and amplitude features.

3.1. Proposed Architecture

The most straight-forward way of combining amplitude and
phase is a concatenation of both features at the input of
the DNN. However, training such an approach results in
networks that only rely on amplitude features as they set all
weights in the input layer corresponding to the phase close
to zero.2 We could observe this if we use the raw phase as
well as if we use the phase pre-processing described in Sec.
2.4.

Hence, we have to take special care to exploit the informa-

2In our opinion, this behaviour is due to the fact that the infor-
mation in the STFT mixture amplitude is more easily accessible
than the information in the STFT phase.
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 Â 
vocals

iSTFT

iSTFT

iSTFT

iSTFT

M
ulti-C

hannel W
iener filter

(n)s ̂ bass

 (n)s ̂ drums

 (n)s ̂ other

 (n)s ̂ vocals

Data Augmentation

Figure 5. Music source separation general framework. In Sec. 2.5, the DNNs are only fed with the phase features in order to assess
suggested pre-processing methods. Thus, with respect to the figure, the links between Ax and DNNs are removed. In Sec. 3, both
amplitude and phase features are input to the DNNs as depicted in the figure.

Figure 6. Training MSE for reconstructing amplitude from phase. Suggested pre-processing methods drastically improve the learning
power of the network in comparison with raw phase. In particular, instantaneous frequencies and group delays are good representations.
Moreover, shift correction systematically improves performances for all instrument.
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Figure 7. SDR results for phase only networks on DSD100. Com-
parison between various pre-processing methods. Note the poor
results of raw phase without pre-processing on green. Each bar rep-
resents the accuracy obtained with a certain pre-processing method
for a certain instrument. Height of opaque bar states the score on
test set, while height of transparent bar (typically higher) is the
score on training set. Horizontal dotted lines over each instrument
give the score obtained by a DNNA on the test set.
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Figure 8. Proposed architecture for combining amplitude and
phase.

tion of the phase features and we use the DNN architecture
that is shown in Fig. 8. Instead of concatenating the fea-
tures directly, we first process both through two dense layers
before concatenating them.

The upper part of the network in Fig. 8 deals with the am-
plitude features. The features are first normalized by a bias
layer and a scale layer, initialized with the mean and stan-
dard deviation per frequency bin over the training set. Two
fully connected layers of 500 hidden units perform the fea-
ture extraction. The lower part of the network in Fig. 8
deals with the phase features. It takes as input both time and
frequency derivatives, properly pre-processed as described
in Sec. 2.4 and stacked together into an extra dimension.
As for amplitude, two fully connected layers of 500 hid-
den units perform the feature extraction. The concatenation
layer stacks the output of both previous networks and pro-
duces the amplitude estimates, which are de-normalized
with the help of a final bias layer and a ReLU non-linearity,
as described in Sec. 2.5. The training process is similar to
the one described in Sec. 2.5. Time context is, as well, kept
to five preceding/succeeding frames.

Figure 9. SDR results for networks combining phase and ampli-
tude on DSD100. Comparison between various pre-processing
methods. Each bar represents the accuracy obtained with a certain
pre-processing method for a certain instrument. Height of opaque
bar states the score on test set, while height of transparent bar
(typically higher) is the score on training set. First score of each
instrument, in gray, is given for illustrative purpose only and show
the score obtained by DNNA.

Table 2. Results for concatenation architecture on DSD100 test set
(SDR in dB).

Instrument DNNA DNNA & ϕ Relative improv.

Bass 3.24 3.44 +6.17%
Drums 4.68 4.71 +0.64%
Other 3.54 3.65 +3.11%
Vocals 4.78 4.82 +0.84%

3.2. Results

Fig. 9 shows the results obtained with amplitude and phase
combination. For comparison, we also trained a network
DNNA, which uses only amplitude as feature and has the
same structure as shown in Fig. 8 with the phase branch
removed. Therefore, the amplitude information undergoes
the same transformations and we can directly compare the
two networks.

We use different combinations of pre-processing methods
described in 2.4 in order to experience the individual rel-
evance of each step. As expected, applying all proposed
phase pre-processing methods together is beneficial for the
MSS performance.

Finally, Table 2 shows the SDR obtained on the DSD100
test set. Comparing the baseline system DNNA with
DNNA & ϕ (∆fϕshift,∆tϕshift), we observe that we can im-
prove the SDR for all instruments and that especially the
bass instrument improves by 0.2 dB.

4. Conclusion
In this paper, we proposed to consider the phase as an addi-
tional input feature to enhance the amplitude estimation. We
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studied the relationship between the phase and the ampli-
tude of an STFT and deducted a meaningful pre-processing,
which was experimentally confirmed as relevant. We also
found that special care must be taken in order to combine
phase and amplitude features and, consequently, designed
an adequate network architecture. The developed system
improved SDRs on DSD100 for all instruments compared to
an amplitude-only network with a similar network structure
which showed the effectiveness of our system. Perceptually,
this results in instruments more clearly separated from each
other.
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